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WEARABLE HEALTHCARE DEVICES

https://www.researchgate.net/publication/349774075_Smart_wearable_devices_in_cardiovascular_care_where_we_are_and_how_to_move_forward/figures?lo=1



WEARABLE HEALTHCARE DEVICES

IT ALLOW MEDICAL FACILITIES TO STAY 
CONNECTED TO PATIENTS

IT ALLOWS USERS TO GAIN BETTER 
VISIBILITY INTO THEIR HEALTH STATUS

ENABLES BETTER AND ON-TIME 
TREATMENT, IMPROVING QUALITY OF LIFE.

LOWERS OPERATIONAL COSTS AND 
REDUCE NUMBER OF VISITS TO HOSPITALS



WEARABLE HEALTHCARE DEVICES

CHALLENGES FACED BY WEARABLES

Availability of Medical Data

Small Size and Wearability

Battery Life

Data Transmission of extensive medical data

Data Security



WEARABLE HEALTHCARE DEVICES

CONVENTIONAL ECG SOC FLOW

• Cardiovascular Disease Detection and Prediction

• Detect different types of cardiac arrhythmia

• Predict ventricular arrhythmia before its occurrence

• Detect severity stages of Myocardial Infarction

• Multi-Lead ECG data compression



WEARABLE HEALTHCARE DEVICES

E C G  F E AT U R E  E X T R AC T I O N  A R C H I T E C T U R E



WEARABLE HEALTHCARE DEVICES

C L A S S I F I C AT I O N  O F  F I V E  T Y P E S  O F  C A R D I AC  A R R H Y T H M I A



EARLY DETECTION OF VENTRICULAR ARRHYTHMIA



CLASSIFICATION OF STAGES OF MYOCARDIAL INFARCTION



ECG DATA COMPRESSION

A GENERIC ECG DATA COMPRESSION 
SYSTEM



ECG DATA COMPRESSION



AN SNN INSPIRED AREA AND POWER EFFICIENT VLSI ARCHITECTURE OF 
MYOCARDIAL INFARCTION CLASSIFIER FOR WEARABLE DEVICES

Proposed Architecture



Proposed Architecture

AN SNN INSPIRED AREA AND POWER EFFICIENT VLSI ARCHITECTURE OF 
MYOCARDIAL INFARCTION CLASSIFIER FOR WEARABLE DEVICES



Work
[16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26]

Proposed 

WorkParameter

Features Used

Multi 

lead

raw

ECG

Multilead

Fourier-Bessel

Series expansion

based empirical

wavelet transform

Raw ECG

22 features

extracted using

variational mode

decomposition

(VMD)

Spectral 

and

Phase

coherence

indices

T wave

amplitude,

Q wave amplitude 

and

ST deviation

Raw ECG
Multi-lead

raw ECG

Time domain

Features

extracted from 

DWT of ECG

Raw ECG

Multivariate

variational mode

decomposition

of VCG

DWT

Classifier GRU CNN

Stacked Sparse

Autoencoder 

and

TreeBagger

KNN SVM KNN CNN CNN CNN CNN+RNN CNN SNN

ECG Sample 

Window
1 HB 1 HB 1 HB 3 and 11 HB

650 

Samples
1 HB

651 

Samples

651 

Samples
5 sec 512 Samples 651 Samples 650 Samples

Leads 8 leads 12 leads Lead II Lead 7 12 leads 12 leads Lead II 12 leads 12 leads Lead I 3 VCG leads 8 leads

No. of Classes 5+HC 6+HC 11+HC 11 6 10+HC 1+HC 10+HC 6+HC
1+HC+Noisy+

Other
6+HC 11+HC

Implementation 

Platform
Software Software Software Software Software Software Software Software Software Software Software ASIC

Sensitivity 99.80* NA 99.95 99.76 97.9 98.67* 95.49 NA 98.14 92.4 NA 99.49

Specificity 99.96* NA 99.87 99.96 98.78 98.71* 94.19 NA 99.4 97.7 NA 99.94

Accuracy 99.84 99.84 98.88 99.75 98.85 98.8 95.22 99.78 98.22 97.2 99.86 99.9

F1-Score NA 99.7 NA NA NA NA NA NA NA 94.6 NA 99.31

Technology 

Node
NA NA NA NA NA NA NA NA NA NA NA 180 nm

VDD NA NA NA NA NA NA NA NA NA NA NA 1.98 V

Operating

Frequency
NA NA NA NA NA NA NA NA NA NA NA 250 KHz

Area(mm2) NA NA NA NA NA NA NA NA NA NA NA 1.69

Power (µW) NA NA NA NA NA NA NA NA NA NA NA 268.9

AN SNN INSPIRED AREA AND POWER EFFICIENT VLSI ARCHITECTURE OF 
MYOCARDIAL INFARCTION CLASSIFIER FOR WEARABLE DEVICES



POST QUANTUM CRYPTOGRAPHY COPROCESSOR

Basic block diagram of our LWE FHE
(Jointly with Prof. Srinivasan

Krishnaswamy)



POST QUANTUM CRYPTOGRAPHY COPROCESSOR

Hardware Architecture of LWE FHE Encryption Module

Hardware Architecture of LWE FHE Decryption Module



POST QUANTUM CRYPTOGRAPHY COPROCESSOR

Lightweight LWE based FHE Decryption Module



POST QUANTUM CRYPTOGRAPHY COPROCESSOR

Comparison With Lattice FHE Hardware Accelerators



POST QUANTUM CRYPTOGRAPHY COPROCESSOR

Hardware Accelerator and SoC Integration



POST QUANTUM CRYPTOGRAPHY COPROCESSOR

Biomedical data security Secure Smart-grid Hierarchical Architecture

Indian Patent Filed



SECURE AI SOC INDIRA©/INDRA ©TOP LEVEL ARCHITECTURE



SECURE AI SOC IMPLEMENTATION PLAN

Designing our own RV-32 and using ROCC for integrating AI/ML 
co-processor as shown in top level architecture. 

• Processor in development stage.

• Development time is more as we have to design, integrate, test and 
verify.

Approach 1

Using AJIT/SHAKTI/VEGA Processor and integrate AI/ML 
Processor using memory map method.

• Verified indigenous processor cores will be used.

• Development time is less that approach1 as we only need to integrate 
and verify.

Approach 2

Using ARM Cortex-M33 IP for integrating AI/ML co-processor.

• Integrating AI/ML processor and testing will take time.

• Development time will be less as all verification flow and Backend 
flow is provided by ARM

Approach 3



RV-32 APPROACH

RV-32 will serve as main processor.

ROCC will be used as bridge for 
communication between main processor and 
AI/ML co-processor

All the peripherals other than ROCC and 
RV32 , will be exported from AJIT or ARM.

Secure AI SoC Block Diagram



Verification of only Integer done.

Verification of M/D unit done.

Integrated M/D extension.

Verification of FPU is done.

Integrated FPU extension.

ROCC Design and Integration done

RV-32 TOP LEVEL ARCHITECTURE 

Block Diagram of the designed RISC-V



AJIT PROCESSOR INTEGRATION WITH COPROCESSOR MODULE 
AND COMMUNICATION THROUGH PC

Architecture for accelerator integration with 

AJIT 

AJIT IP can be integrated with any accelerator of our choice 
as a memory mapped IO.

The control and data inputs are provided from the processor 
through AFB interface.

A suitable cortos2 c-program is used to access configuration 
registers.

Constraints for setting up the ports of FPGA zynq zc706 are 
written.

The bitstream is generated successfully and loaded to the 
FPGA. 

The ajit_debug_monitor_mt tool is used to execute the cortos2 
c-code to write to and read from the interface registers.



AJIT PROCESSOR FPGA IMPLEMENTATION AND 
COMMUNICATION THROUGH PC

Znyq-zc706 FPGA board set up for AJIT IP 

implementation

⚫ Configured constraints for zynq zc706 board

⚫ Minicom setup for output monitoring

Minicom output for accelerator 

program in AJIT IP
ajit_debug_monitor window - AJIT IP



ARM CORTEX-M33 APPROACH

Block Diagram of ARM Cortex-M33

Replacing the example core Custom Datapath 
Extension (CDE) module and floating-point 
FPCDE module with our own designs and 
integrating them with the processor.

Need to configure the implementation using 
support of the Arm Custom Instructions (ACIs).

The architecture extension defines instruction 
classes that depend on the number of source or 
destination registers. For each class, an 
accumulation variant exists.

• CX1, CX2, CX3 : These three classes operate on the general-
purpose register file, including the condition code flags APSR_nzcv.

• VCX1, VCX2, VCX3 : These three classes operate on the floating-
point register file only



IP HIERARCHY & TOOLS REQUIREMENT 

Tool name Version

Mentor Questasim 10.6

Synopsys VCS 2016.06

Cadence IUS 15.20.008

Perl 5.12.3 (only required for the Execution testbench)

Arm Compiler 6.7.21 (only required for the Execution testbench)

GNU Tools for Arm 

Embedded Processors

6.3.1 (release 6-2017q1) (only required for the 

Execution testbench)

Cadence Genus 15.21.000

Cadence Innovus 16.21.000

Cadence Conformal 15.10.140

Cadence QRC extraction 15.23.000

Cadence Tempus STA 15.23.000

Cadence Encounter Test 15.11.000

Synopsys Design compiler 2015.06-SP5-2

Synopsys Formality 2015.06-SP5

Synopsys IC Compiler 2015.06-SP5-2

Synopsys StarRC 2015.12-SP3

Synopsys Primetime 2015.12-SP3

Synopsys Tetramax 2015.06-SP2

GCC 4.8.4 (only required for DSM)

Verilator 3.853 (only required for DSM)

Python 3.2 (only required for DSM)



ARM-CORTEX M33 VERIFICATION PROGRESS

TEALMCU Block Diagram ARM Testbench architecture



TEST 

NO.

TEST 

CATEGORIE 

NAME

TESTCASE 

STATUS
COMMENT

1 hello_world Pass
The processor reads the CPUID register and writes to the GPIO registers to print a simple message. This must be the first test run. 

You can run this test without compiling it, as both the source code and binary executable versions are supplied.

2 config_check Pass
This test verifies that the processor configuration matches the expected configuration values set in the EXECTB_Config.h file. 

This must be the second test run.

3 coprocessor Test Skip
There is not connected any coprocessor, This test demonstrates the operation of the example coprocessor.

Note: This test is run only if CPIF is 1 and CDEMAPPEDONCP0 is 0. Otherwise, it is skipped.

4 example_cde Pass
This test is an example to help understand how the CDE module works. It illustrates the internal functionality of the CDE module

example delivered in the execution testbench.

5 example_fpcde Pass

This test is an example to help understand how the FPCDE module works. It illustrates the internal functionality of the FPCDE

module example delivered in the execution testbench. You cannot use this example test as it is for your customized module, 

however you can create your own test based on this example test.

6 check_cde_if Pass
This test is an example to help understand how the FPCDE module works. It illustrates the internal functionality of the FPCDE

module example delivered in the execution testbench. 

7 check_fpcde_if Pass
This test is an example that puts constraints on the FPCDE module interface to stress it. You cannot use this example test as it is 

for your customized module, however you can create your own test based on this example Test.

8 debug Pass The test checks the pins LOCKUP, EDBGRQ, HALTED, DBGRESTART, and DBGRESTARTED.

9 dhrystone Pass
This test runs the Dhrystone benchmarking program. The default number of iterations is five. You can change the number of 

iterations by editing the ITERATIONS value in the Makefile. You can run this test without compiling it.

TEST PLAN



TEST 

NO.

TEST 

CATEGORIE 

NAME

TESTCASE 

STATUS
COMMENT

10 eppb Pass This test demonstrates access to the small memory on the EPPB bus.

11 sleep Pass
This test exercises the sleep modes of the processor, and the SLEEPING and SLEEPDEEP signals. The test uses 

an interrupt to wake the processor, and if the processor includes debug,

12 saxpy_scalar Pass

This test is used to measure maximum power with the floating-point unit. You can run this test without compiling 

it, as both the source code and binary executable versions are supplied. To use the pre-compiled binary 

executable, copy it from the pre_compiled directory to the tests directory before use. The pre-compiled code

13 wfi Pass
This test measures minimum power when the processor is awaiting an interrupt. You can run this test without 

compiling it, as both the source code and binary executable versions are supplied. 

14 Maxpwr_cpu Pass

This tests the power consumption of the processor at sustained maximum power running integer operations. You 

directory before use. The pre-compiled code measures power in the default configuration with the MPU, SAU 

and DWT enabled. If any other configuration of the MPU, SAU, DWT, ETM and MTB is present in your design,

15 etm_trace pending

16 exclusive pending

17 idau pending

18 interrupt pending

19 itm_trace pending

20 mtb_trace pending

21 non_secure pending

22 reset pending

23 romtable pending

TEST PLAN (CONTD.)



ARM CORTEX-M33 IMPLEMENTATION PROGRESS

Screenshots included in next slide

Currently we are working on ARM provided flow to test the 
IP implementation.

Established the required hierarchy by adding TSMC 40nm 
tech. node data (IMEC Belgium is supporting it) 

Used CapTable in absence of foundry specific qrcTech file.

Fixing bugs in flow (e.g. commands/files Paths/dB saves)

Till now following stages completed

• Setup, synthesis, dft_insert, PnR, LEC

Currently working on Physical verification and will start timing signoff after receiving foundry specific 

qrcTech file.



LEC mapped2synth report

Routing Complete viewPower domain View

❑ X-dimension= 1124200 um and  Y-dimension= 1124200 um

❑ Total place area is 255249.238 sq.um with 75.95% pre-place 

utilization/density



AI/ML CO-PROCESSOR IMPLEMENTATION PLAN 

• Identify commonly used operations for AI/ML 

computations i.e. convolution, vector dot product, 

matrix addition. (All 32-bit FP operations)

• Convolution operation : 

• Designing for 640x480 matrix which contains 32-bit 

pixel information (RGB) having filter/Kernel Matrix 

of 1x1, 3x3, 5x5, 7x7.

• This is done in 8 layers with different filter matrix 

containing 8 special feature for at least 3 stages.

• Buffer Function can be any commonly used in CNN

• ReLU (Exponential Linear Unit) activation 

function

• Sigmoid

• Tanh

• ELU (Exponential Linear Unit) activation function

Convolution Engine Approach 



CONVOLUTION ENGINE DESIGN

5X5 Matrix

3X3 Filter Result

Convolution Operation 

Designing for 640x480 matrix which contains 32-bit pixel 
information (RGBA) having filter/Kernel Matrix of 1x1, 
3x3, 5x5, 7x7.

• This will be done in 8 different filter matrix containing 8 
special feature for at least 3 stages.

The Approach

⚫ The R,G,B channel data  store in memory(B-RAM) as a R-
channel mem,G-channel mem,B-channel mem. 
concurrently to the Convolutions get output as 
result_R,result_G and result_B.

• Final convolution output is summation of result_R,result_G 
and result_B.

• We verified the code functionality(output values) with 
python code.

Work Done

Convolution Operation  Block Diagram



CONVOLUTION RESULT WITH(R,G,B)

R-channel output G-channel output B-channel output

Convolution Operation Implementation 

Output



NEUROMORPHIC COMPUTING

The human brain can correctly identify images seen for as little as 13 milliseconds, Whereas training

a CNN with 5-layer network using a data set of 1000 observations takes almost 5 minutes for one

iteration.

Properties Computer Human Brain

Basic Unit ~10 

Billion Transistors

~100 Bilion Neurons

~100 Trillion Synapse

Processing Mode Serial & Parallel Massively Parallel

Power Consumption ~100 Watts ~20 Watts

Input Output for 

each unit

1-3 ~1000

Signalling Mode Digital Analog

Computer Vs Brain



NEUROMORPHIC COMPUTING

COCKATIEL PARROT

Brain

Power: 50mW

Navigates and learns unknown 

environments at 35km/h

Can learn to manipulate cups for 

drinking

Can learn to speak English 

words

AUTONOMOUS DRONE

CPU/GPU Controller

Power: 50mW

Pre-trained to fly 

between known gates

Source: A. Loquercio, E. Kaufmann, R. Ranftl, A. Dosovitskiy, V. Koltun and D. Scaramuzza, "Deep Drone Racing: From Simulation to Reality 

With Domain Randomization," in IEEE Transactions on Robotics, vol. 36, no. 1, pp. 1-14, Feb. 2020, doi: 10.1109/TRO.2019.2942989.



NEUROMORPHIC COMPUTING

Computing system timeline



NEUROMORPHIC COMPUTING



NEUROMORPHIC COMPUTING

Neuromorphic Processors



NEUROMORPHIC COMPUTING

Von Neumann Vs Neuromorphic Computing



NEUROMORPHIC COMPUTING



NEUROMORPHIC COMPUTING



NEUROMORPHIC COMPUTING

Comparison with contemporary architecturesProposed Synaptic Architecture



NEUROMORPHIC COMPUTING

We perform training for the MNIST (Modified National Standards and Technology) data-set (with

60,000 training images and 10,000 test images of handwritten digits).

To evaluate the performance of the RRAM-based neuron and the synapse, we trained them in

Python, transferred the weights to the synaptic array, and verified the SNN architecture for

inference.

Attributes This work [16] [17] [18] [19] [20] [21]

Neuron RRAM Based Digital Digital Analog Analog Analog Analog

Synapse 4T-1R Analog Analog 1T-1RRAM 9PCM 1 Memristor 1RRAM

Reprogrammable? Yes Yes Yes No No No No

Bit/Cell 4-Bit/cell - - 2-Bit/cell 2-Bit/cell 2-Bit/cell 2-Bit/cell

Dataset Full MNIST Full MNIST Full MNIST Full MNIST Full MNIST Full MNIST Full MNIST

Accuracy 89.7 % 94.8 % 93.5 % 75 % 70 % 75.65 % 90.76 %

Input-output 

neurons

784-10 784-6400 784-300 784-50 784-50 784-30 784-15000

Energy Per 

Synaptic 

operation

7.78 pJ 50 pJ 93 pJ 15.5 pJ 27 pJ 23 pJ -

Benchmarking with 

state-of-the-art works



ROADMAP

• Design (Collaboration Invited)

• Post Quantum Cryptography Coprocessor Tapeout and Validation by March 2025

• Secure AI SoC Tapeout and Validation by March 2025

• Wearable Healthcare Products by December 2025

• Applications based on AI SoC and PQC Core by December 2025

• Neuromorphic Computing Processor with the Complete Ecosystem by December 
2026



ELECTRONIC DESIGN AUTOMATION (EDA)



ELECTRONIC DESIGN AUTOMATION (EDA)

1. An analog/RF circuit simulator 

1. VEDA: An indigenous TCAD Engine

2. Kapees: Floorplanning, Placement and Routing Tools of 2D 

and 3D VLSI digital circuits

3. ML-based VLSI Power Grid Analyzer

4. Analog layout design automation



ELECTRONIC DESIGN AUTOMATION (EDA)

❖ An Analog/RF Circuit Simulator

• Specifications:

✓ Similar to HSPICE and SPECTRE.

✓ Provides all the analyses such as OP, DC,AC,TRAN, NOISE,TF etc.

✓ Supports parallelization of circuit analysis at micro as well as macro level

✓ Provides single processor multithreaded environment for analysis

✓ Supports heterogenous computing environment for circuit analysis

✓ Supports all direct and indirect matrix solution methods

✓ Simulates circuits of size up to 10 Million nodes

✓ Extended up to 100 Million – 01 Billion nodes



ELECTRONIC DESIGN AUTOMATION (EDA)
❖ VEDA (Very Efficient Device Analyzer): A TCAD Simulator (In collaboration with VSD and SCL

Chandigarh) : Similar to Sentauras and SilvacoTCAD engine

• Specifications:

✓ FDM, FEM, FVM and their variants

✓ 2D and 3DTCAD analysis

✓ Parallelization of device analysis at micro as well as macro level

✓ Single processor multithreaded environment for analysis

✓ Heterogenous computing environment for device analysis

✓ All direct and indirect matrix solution methods

✓ All necessary numerical techniques for convergence

✓ Device design and fabrication using SCL foundry

✓ Machine Learning based techniques for faster semiconductor device modelling

✓ State-of-the-art techniques for system matrix solution such as random walk, river formation dynamics

✓ High power and novel design analysis and modelling



ELECTRONIC DESIGN AUTOMATION (EDA)

• Status:

1. Work is in progress. Developed an essential framework for TCAD simulator

integrated with Drift-Diffusion and Quantum Ballistic Models

2. Improved FEM (FEM-DG, SUPG etc.) techniques have been incorporated

3. The results of VEDA are 10 times more accurate as compared to Sentaurus, a

commercial simulator with a little increase (20% only) in speed. Working on to

improve computational speed on a single processor.

4. Integrating a machine learning based interface to VEDA not only to speed up device

analysis but also to aid search of new devices irrespective of technology. New

schemes for parallel TCAD simulation are being investigated.



ELECTRONIC DESIGN AUTOMATION (EDA)



ELECTRONIC DESIGN AUTOMATION (EDA)



ELECTRONIC DESIGN AUTOMATION (EDA)



ELECTRONIC DESIGN AUTOMATION (EDA)



ELECTRONIC DESIGN AUTOMATION (EDA)

Progression of placement solution, starting from initial
placement (marked by number 1), till the final global
placement (marked by number 12).



ELECTRONIC DESIGN AUTOMATION (EDA)

HPWL comparison for PEKO and MMS Circuits



ELECTRONIC DESIGN AUTOMATION (EDA)

Runtime comparison for PEKO Suite1 and PEKO Suite2 benchmarks



ELECTRONIC DESIGN AUTOMATION (EDA)
• 3D-Kapees:

3D Placement results comparison with Cong and Luo [36] on IBM 
version 1 benchmarks

Flow diagram of our 3D placement tool



ELECTRONIC DESIGN AUTOMATION (EDA)

A real industrial chip with cell 
instances = 0.5M and 
P/G resistors = 0.6M, Courtesy IBM



ELECTRONIC DESIGN AUTOMATION (EDA)



ELECTRONIC DESIGN AUTOMATION (EDA)

ML-based Electromigration-aware aging prediction flow



ELECTRONIC DESIGN AUTOMATION (EDA)

COMPARATIVE STUDY OF WORST-CASE IR DROP USING CONVENTIONAL POWER PLANNING APPROACH AND PROPOSED ML FRAMEWORK

COMPARATIVE STUDY OF CONVERGENCE TIME FOR CONVENTIONAL POWER PLANNING APPROACH AND PROPOSED ML FRAMEWORK



ELECTRONIC DESIGN AUTOMATION (EDA)

COMPARATIVE STUDY OF CPU RUNTIME FOR OUR PROPOSED ML-BASED APPROACH WITH WORKS OF [14], [16]–[18] FOR IBM POWER GRID 
BENCHMARKS.



ROADMAP

• Electronic Design Automation (EDA) (Collaboration Invited)

1. Analog/RF Circuit Simulator:

❖ Planned release of the analog/RF circuit simulator for beta version with standard libraries by December 2025

with SCL PDK integration and testing

❖ Release to the academia free of cost

❖ Integration with theVLSI Design Flow

• TCAD Simulator

❖ Advanced models such as Quantum Ballistic, Hydrodynamic transport models December 2025

❖ Supports NEGF and GW Approximation by March 2026

• Floorplanning, Placement and Routing Engine to be released by December 2025 

• ML-based Power Grid Analyzer to be released by December 2025 



ADVANCED ESDM WORKFORCE DEVELOPMENT

A GLIMPSE OF INDIAN ACADEMIA

❖ 800+ Universities

❖ 35000+ Colleges affiliated with the universities

❖ 2100+ Diploma colleges in India

❖ 38 Million Students in science stream

❖ 1.1 Million students in Engineering domain every year

❖ Top 100 universities including 23 IITs produce < 10,000 students (probably!) every year in theVLSI domain



ADVANCED ESDM WORKFORCE DEVELOPMENT

• Daksh Gurukul is a joint initiative of National Skill Development Corporation (NSDC) under
Ministry of Skill Development and Entrepreneurship (MSDE) and IIT Guwahati.

• Objectives:

• Outcome-driven credit-linked advanced certification programs ensuring the Indian students/industry
professionals industry-ready by enhancing their knowledge skill set providing sessions

• Designing workforce-ready curriculum for students to maintain a sustainable career.

• This initiative envisages to support Government of India’s Start-up India, Make-in-India and Atmanirbhar
Bharat initiatives and also work towards India’s collective visions for Industry 4.0, Healthcare 4.0, Smart City
and Look East Policy for Vikshit Bharat.

• 500,000 Advanced ESDM Workforce in coming 05-10 years through Product-based Advanced Certification
Programs



ADVANCED ESDM WORKFORCE DEVELOPMENT

Sl. No. Course Name 

Duration 

(hours) Credits

1 Advanced Certification on FPGA based Digital IC Design 600 20

2 Advanced Certification on Digital Design Verification 750 25

3 Advanced Certification on Design for Testing (DFT) 750 25

4 Advanced Certification on VLSI Design Synthesis and Static Timing Analysis 570 19

5 Advanced Certification on VLSI Physical Design and Signoff 840 28

6 Advanced Certification on Complete ASIC Design Flow 1500 50

7 Advanced Certification on IC Packaging and Manufacturing (Kaynes Technology) 540 18

8 Advanced Certification on Multilayer PCB Design 540 18

9 Advanced Certification on Analog IC Design 600 20

10 Executive Certification on Analog IC Design 600 20

11 Advanced Certification on Radio Frequency Integrated Circuit (RFIC) Design 600 20

12 Executive Certification on Radio Frequency Integrated Circuit (RFIC) Design 600 20

12 Advanced Certification on Industrial IoT and Edge computing 720 24

12 Advanced Certification on Artificial Intelligence and Machine Learning 720 24



ADVANCED ESDM WORKFORCE DEVELOPMENT

Course Name RTL Design and FPGA Implementaion (Short-term)

Min Qualification BTech/BE/BSc 3rd Year Completed
Code VLSI01
NSQF Level 5.5
Credits Earned 20

Code NOS Module Name No. of Hrs Credits Earned

VLSI05N01
VLSI Digital Integrated 
Circuits 

60 2

VLSI05N02 VLSI System Design 60 2

VLSI05N03 VLSI DSP 60 2

VLSI05N04
Hardware Description 
Language 

120 4

VLSI06N02 High Level Synthesis 60 2

VLSI06N03 FPGA Implementation 90 3

On the Job 150 5

Total 600 20

Course Name RTL Design & Data Verification (Short-term)

Min Qualification BTech/BE/BSc Completed
Code VLSI02

NSQF Level 6

Credits Earned 25

Code NOS Module Name No. of Hrs Credits Earned

VLSI05N01
VLSI Digital Integrated 
Circuits 

60 2

VLSI05N02 VLSI System Design 60 2

VLSI05N03 VLSI DSP 60 2

VLSI06N01 Introduction to Scripting 120 4

VLSI05N04
Hardware Description 
Language 

120 4

VLSI06N04 Data Verification 180 6

On the Job 150 5

Total 750 25



ADVANCED ESDM WORKFORCE DEVELOPMENT

Course Name Design for Testing (DFT) (Short-term)

Min QualificationBTech/BE/BSc Completed
Code VLSI03
NSQF Level 6
Credits Earned 25

Code NOS Module Name No. of Hrs Credits Earned

VLSI05N01
VLSI Digital Integrated 
Circuits 

60 2

VLSI05N02 VLSI System Design 60 2

VLSI05N03 VLSI DSP 60 2

VLSI06N01 Introduction to Scripting 120 4

VLSI05N04
Hardware Description 
Language 

120 4

VLSI06N05 Design for Testing (DFT)  180 6

On the Job 150 5

Total 750 25

Course Name RTL Synthesis & Static Timing Analysis (Short-term)
Min QualificationBTech/BE/BSc Completed
Code VLSI04

NSQF Level 6

Credits Earned 19

Code NOS Module Name No. of Hrs Credits Earned

VLSI05N01
VLSI Digital Integrated 
Circuits 

60 2

VLSI05N02 VLSI System Design 60 2

VLSI05N03 VLSI DSP 60 2

VLSI06N01 Introduction to Scripting 120 4

VLSI06N06 RTL Synthesis 60 2

VLSI06N07 Static Timing Analysis 60 2

On the Job 150 5

Total 570 19



ADVANCED ESDM WORKFORCE DEVELOPMENT

Course Name VLSI Physical Design (Short-term)
Min 
Qualification M.Tech Completed / Ph.D. 2nd year
Code VLSI04
NSQF Level 7
Credits Earned 19

Code NOS Module Name No. of Hrs Credits Earned

VLSI05N01
VLSI Digital Integrated 
Circuits 

60 2

VLSI05N02 VLSI System Design 60 2

VLSI05N03 VLSI DSP 60 2

VLSI06N01 Introduction to Scripting 120 4

VLSI06N07 Static Timing Analysis 60 2

VLSI06N08 PnR flow in PD 120 4

On the Job 180 6

Total 660 22

Course Name ASIC Design (Long-Term)

Min Qualification BTech/BE/BSc Completed
Code VLSI04
NSQF Level 6
Credits Earned 50

Code NOS Module Name No. of Hrs
Credits 
Earned

VLSI05N01 VLSI Digital Integrated Circuits 60 2

VLSI05N02 VLSI System Design 60 2

VLSI05N03 VLSI DSP 60 2

VLSI06N01 Introduction to Scripting 120 4

VLSI05N04 Hardware Description Language 120 4

VLSI06N04 Data Verification 180 6

VLSI06N05 Design for Testing (DFT)  180 6

VLSI06N06 RTL Synthesis 60 2

VLSI06N07 Static Timing Analysis 60 2

VLSI06N08 PnR flow in PD 120 4

VLSI06N09 Sign-Off Methods and Tapout Process 120 4

On the Job 360 12

Total 1500 50



THANK YOU


