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|C% S Outline
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* Introduction: trends and challenges
* Computing roadmap:
— CMOS device architecture
— 2D materials for FEOL
— New materials for BEOL
— Lithography
— CMO0S 2.0
e Memory technologies
 Beyond Von Neumann disruptive approaches:
— Near or in-memory computing
— Quantum computing
 Heterogeneous integration: from chiplets to functional backside
* Analysis: EU and non-EU actors

e Conclusions
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ICZ S Compute needs for ML continue to grow
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ICZ S Diversity of Applications and Workloads

GPUs for Training AR/VR Autonomous driving

High throughput parallel compute Low power Multi-sensor fusion
Very high memory bandwidth Ultra low latency Distributed real-time computation
Very high GPU-GPU bandwidth High memory bandwidth Reliable and explainable Al

Small form factor

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference




IC# S  Future systems are heterogeneous
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Courtesy: Eric Beyne (imec)

3D-SOC logic-memory

SOC Chiplets ——»

2.5D-S0C
2D-S0C

Opticaloii- : logic-memory
module 2.5D-S0OC Active Interposer
interconnect logic-OI0-SERDES die /O gateway
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ICZ S Challenges For Future Compute Systems
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kZ/;/j/

Sustainable

CMOS and
DRAM PPAC

Manufacturing

PPAC=Power-Performance-Area-Cost
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IC#% S Slowdown in System Performance and Increasing Costs
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|C% S SRAM scaling has slowed down
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ICZ S The cost of moving data
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[J. Wang — ISSCC’'19]

The High Cost of Data Movement ] st aray s evr 150
|Netwo§rk Energy inside Ciac Macr: 42pJ§

System Bus Energy 42pJ

20mm

] Energy of 32-bit éddition 0.1pJ

26pJ | 256pJ  16nd T oy : 1050 2000 0 oy

[ off-chip link
~90% of energy is in data transfer
- IMC could lead 8x reduction

Operation energy is negligible

¥

Bill Dally, “To ExaScale and Beyond”, 2010 Memory access and control energies
dominate
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ICZ S Carbon Emissions: “Do Nothing” Scenario
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How to Enable Sustainable Manufacturing

Adopt 50% emissions reduction this decade as target

Must-do for fabs: green power, best abatement

Research new materials: F-gas and PFAS alternatives

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference 12



ICZS  The required gain in energy efficiency
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CMOS scaling

Memory technologies

Disruptive Computing

Chiplet & 3D System

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference
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ICZS  New device architectures to extend scaling
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o

FINFET NANOSHEETS FORKSHEET CFET

N14-N3 N2-Al4 Al0-A7 A5-A2

N. Collaert, "Advancements in IC Technologies: A look toward the future," in IEEE Solid-State Circuits Magazine, vol. 15, no. 3, pp. 80-86, 2023,
doi: 10.1109/MSSC.2023.3280433.
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N14

planar finFET

MP64 MP64
oT 7.5

Std cell

NS=nanosheet
FS=forksheet

CFET=complementary FET
MP=metal pitch

BS=backside

Logic scaling roadmap

N10

finFET

MP44

7.5

AUC=array under CMOS

A. Veloso, ICOS workshop, April 2023.

A10 A7

N7 N5 N3
GAA

NSFET NSFET

MP40 MP28 MP21 MP21 MP18 MP18 MP16 MP16
6 6 6 6 5 ) 5 4

GAA

finFET finFET finFET FSFET FSFET CFET CFET

CFET

<4T Tracks

SDB FS wall VHV? Common Gate?

Backside BPR BS Interconnect

Act.
Interc

Uber via/
New alloy

RuDME RuSemiD +AG AR6
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FD-SOI Technology

Leakage VHP

10000x

fT n-FET [GHz]
fmax n-FET [GHz] 371

fr p-FET [GHZz] 242
275 (mmWave)

fmax P-FET [GHZ] 288
299 (mmWave)

22FDX 14nm 28nm 45nm ULP
FINFET Bulk e

Drivability
180 161 342

285 185 - RBB: Reverse Body Bias

FBB: Forward Body Bias
140 104 - ULP: Ultra-Low Power
VHP: Very High Performance
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IC% S FD-SOI Technology Roadmap
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|
|
|
|
|
* Full strained 1
CMOS (sSOI)
* In situ doped I
RSDGen3 I
* RMG |
_____________ « SAC

4 FD-soOI . 10nm BOX :
| * Local dynamic :
I'| - continuousRX biasing I

|+ L-sSOINFET
[ | + 37 Gen cSiGe PFET I
[ |+ 2GenRsD I
. (e 15nm BOX |
* Dual STI |
 S——— I

« cSiGe PFET .
« In'situ doped Key drivers for 10 & 7nm:
e sox - Strengthen the Back bias effect for Energy saving

- Improve RF performance for Connectivity
- Build a design platform with an ecosystem
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IC#Z S 2D Atomic Channels: Next generation logic devices
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g 121 . . A= |—t,. tox
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A i N Expect reduced short channel effects in planar devices
a o2 i
2f e Ultra-thin materials
0
5
4 Bottom of the conduction band
Top of the valence band
3
g 2 o —T Choice of bandgaps and band alignment
5 1| —T ]
A P RSN R | N SO I— I N : :
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2 _|_|_ * Zero = Fermi level of MoS,

3
MoS, WS, 7rS, HfS, SnS,MoSe,WSe, ZrSe, HfSe, SnSe,MoTe,WTe, ZrTe, HfTe, hBN graphene
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IC#Z S 2D Atomic Channels: Next generation logic devices
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Monolayer channel thickness
enables gate length scaling while
keeping high performance

300mm Flow

| CONTACT 4

l. Asselberghs et al, IEDM 2020
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Courtesy: Zsolt Tokei (imec)

~36-40nm BEOL pItCh AGs in memory & logic

10nm Micron/Intel

technology, '

C. Auth et al. N Wl e

IEDM 2017 -

I
g% 25nm NAND using air gaps K. Topological semi-metal, C.T. Chen et al.
5 Immersion Masks e Prall/K. Parat IEDM2010 IEDM2020
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Backside Power Delivery

Graphene“capped metal, R.: Chau et al.
Keynote IEDM2019

5nm C CMOS, G. Yeap et al. [IEDM2019
<20nm pitch

™
Significant resistivity
increase when scaling &8

TSMC

o 00
Novel 20 material

Metal RIE + Alrgap

) 1 1% 0 10
Film Thickness (A)

||uu

BEOL patternlng TSMC Tech Symp . "
2020 Y.J. Mii et al. Keynote, VLS022 M.C. Mayberry, Keynote IITC 2020 New conductor, Y.J Mii Keynote VLSI2022

Pitch scaling, airgaps both in memory and logic,new materials
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EUV lithography key enabler for scaling

- EUV 0.33 baseline

—— EUV 0.55 baseline EUV-0.33NA

120

# mask steps
r o ® o
(=) o o o

N
o

0

DUV baseline EUV-0.55NA

0.55-NA insertion supports
single patterning to
reduce cycle time

— kWh/wafer non litho
—— kWh/wafer litho

2013

2015

0.33-NA insertion supports
single patterning to reduce
cycle time

2017 2019 2021 2023 2025 2027 2029
M. van den Brink, ASML @ plenary talk at VLS| Symposium 2022

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference

1500

1300

1100

800

600

400

200

0

Patterning energy per wafer (kWh)

21



|C@ S Today’s Scaling Challenges Drive the Need for CMOS 2.0

International Cooperation
On Semiconductors

SRAM scaling?
1/0?
CMOS Today HP vs LP? CMOS 2.0
Power delivery?
Workloads?

Separate, optimize
re-assemble

1T ]

3D-SoC Sequential 3D Backside Process Active Interposer

Silicon wafer

ICOS WORKSHOP — May 13-14t 2024, Athens — EUROSOI-ULIS Confel S. Samavedam, ITF @ IEDM 2023
. ’




ICZ S cMOS 2.0 Vision brings heterogeneity inside the SoC
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POWER
WALL

BANDWIDTH

>
o
o
p=
w
=

Past

CMOS 1.0
Homogeneous Platform

One-fits-all CMOS
Multi-core
HW accelerators

Complex Cache
/Memory hierarchy

—_ "
l l llnterposer(IO, Passives,...)l l

Future

CMOS 2.0
Heterogeneous Logic Platform

Present

Heterogeneous Systems

HL Caches

High drive Logic (Long Range)

HL Caches

Logic CMOS

High density Logic (Short Range)T -

Embedded LL memory

Infrastructure

Backside PDN Functional Backside

Active Interposer Active Interconnect

Array-Under-CMOS

At Bome I Large embedded memory




IC% S Why Emerging Resistive Memories?
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High dense on-chip memory Zero stand-by power thanks to non-volatility

DRAM access is at least 1500x more
costly than a MAC operation in NN

accelerators
[F. Tu, et al., 2018 ACM/IEEE]

[— - 10x better energy efficiency than
F\\/1|/J x embedded flash thanks to resistive
| Interconnec t ] memorles

T.Wu et al., 2019

L. Grenouillet et al., 2021 Iml“
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ICZ S Emerging Non-Volatile Memories
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| NORFLASH

Programming

- 200pJ/bit 20pJ/bit 300pJ/bit 100pJ/bit 10f)/bit
Power Reduction by 10000!
Write speed 20 us 20 ns 10-100 ns 10-100 ns <100ns
5_ 6
Endurance 105 - 10 1061015 108 10 igiton 16 > 1015
Retention >125°C 85°C- 165 °C 165°C > 150°C 125°C
Extra masks  Very high (>10) Limited (3-5) Limited (3-5) Low (2) Low (2)
Process flow Complex Medium Medium Simple Simple
Multi-Level Cell Yes No Yes Yes No
Scalability Bad Medium High High Medium

~10f)/bit

14ns @ 2.5V
(SONY)
4ns @ 4.8V (LETI)

> 10'! single device
10° — 107 on 16 kbit

125°C

Low (2)

Simple
No

Poor (2D)
High (3D)

Memory activity focus on embedded NVM for NOR flash replacement

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference
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|IC% S Energy Efficiency is far from biological Systems
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o () ' o — O Academic

Computing Efficiency (GOPS/W)
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Computing Performance (GOPS)
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Neuromorphic based RRAM circuit

4
! ; Neuron
C ,/P Electrical
 » Signal
Axon
Synapses

Dendrites

M. Suri et al, IEDM 2011.

2 PCRAM Example:

\V4

. ; .

;? Pre-Neurons

Irp

LTP device

—>

I
l

N

|

lyro Post-Neuron

LTD device . ‘\

>

™ Equivalent Synapse
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|C#& S In memory computing
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Von Neumann computing In-memory computing Logic and arithmetic operations

WLJ‘B-EIE’L*I' Digital

operations using

%/ @ SRAM

Memory ema
U
/

1

]
. I
input-data \l/ T resglts ! B Analog:
D f(D) ! Va X multiply and
/ Y

CPU / A accumulate

&

Memory technologies :

A 1

\Il_‘- é' | T‘I; T L L L |Sense
= E = [ -5 searching/

. 3 - — matching (CAM)
SRAM RRAM PCM STT-MRAM

—
—
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Near- & in-memory computing

y

rob. densit

Bayesian
Neural Networks

RRAM

l’ for near-
! and in-memory
computing
Energy-efficient
NN accelerator S o _

o -

matrix-vector multiply

ML
Sense
Avﬁ % f ?‘1% % Ampli.
- = H I
. Vref
SearCh/matCh operatlons I v sear:r; drivers v |
(CAM)
vin1
G Ga1
A A || X1 b,
= L e
A21 A22 X2 b2 " Gz G2
Deep learning, l’omz

qut fREF

In-memory
logic
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|C# S Towards In Memory Computing
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Common SL for all
Staircase BL contacts SL (Sourcelines) GAA stacked-NS Common BL for all

GAA stacked-NS

-

_-- Pillar billar Courtesy of S. Barraud, Leti
SL
Independent WL
One GAA by level
@ _*1
—t Pillar Pillar
SL BL

~ RRAM (on drain-side of GAA stathed N

} TE WLE:' RRAM
il : W_’:L'—[IZI—
}q.}

Independent WL
Enabler for Hyperdimensional computing UL
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A possible Edge |A Roadmap

Bayesian

machine Esperanto
Spiking recurrent <1PJ/$ynapth
event
Feature extractor
Classification . of HD images
| X10000 neurons | SPiking CNN J

Power +10

SPIRIT
Fully distributed Analog spiking
2T2R

A 4

NeuroCorgi
ASIC

Next generation Al at

Heterogeneous
architecture

Multi-die (chiplet)
Integration on base
die

] i st
Foundry 130nm Si CMOS

1T1IR 130nm

1T1R 22nm

1T1R 28nm

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference

0 2‘5 50 7’5 160 1%5 Iéo e
Conductance [pS] s
. Multi-die
Multi-bit . \
mtegratlon
31
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From bits to qubits

Bit

Qubit z=|1>

z=|0>

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference
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Many flavors of qubits

On Semiconductors

Size*
1qubit fidelity
2qubit fidelity

Speed**
Variability
T° of operation

Entangled
qubits

Superconductor Si spin qubit

(100pum)? (100nm)?
99.96% 99.93%

~99.3% >99%

12-400 ns ~1 us
3% 0.1%-0.5%
15mK 1K

433 (IBM) 3 (TU) (6 - QuTech)

Trapped ion
(1Tmm)?
99.98%

99.9%

100 us
0.01%
10K

32 (lonQ)

Photon
~(100um)?2

950% (measurement)
98% (gates)

1ms
0.5%
4K/10K

70 (Pan-China)

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference
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|C# S From bits to qubits
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* Quantum Physics to compute

8.«] &'.ovtt!l.‘

n a P AT
| v
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ICZ S Chiplets: the new IC design paradigm
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Monolithic die Chiplets 3D Integrated Circuit

<

System Die Die
disaggregation aggregation-1 aggregation-2

Design Design
Design flow Design flow
Wafer-level integration Package-level integration

Architecture

System Technology Co-optimization

Up to 100x gain on Power Efficiency with 3D

35



ICZ S /3D Tool Box for chiplet integration
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1T Photonic
Interposer HP edge computing
HPC MOSAIC
3D Si Photonic y N @

Heterogeneous
mtegrationr

Active interposer |

Memory on Logic

Logic on Logic

Heterogeneity and functionality

Moiding Too dk
P Bottoo die

Pockoge Substrote

LA A A A AAA

3D pitch reduction for bandwidth increase

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference
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|C# S Hybrid Bonding Solutions
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Vacuum pipette

Top substrate

Wafer holder 16 dies loaded

» Direct bonding of » Wafer-to-wafer _
metal and dielectric (W2W) or Die-to- » Collective D2W approaches
» Down to 1 micron wafer (D2W) > Self-assembly for high
pitch interconnects technologies precision & high throughput

» High heterogeneity
allowed by D2W

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference
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ICZ S 3D: from packaging to monolithic
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°
N M3D (CoolCube™) B!
Self Assembly Pitch : 0.05-0.1 um
Pitch : 1-5 um
108 3DC/mm?
=> Transistor level
~10° 3DC/mm?
TSV + uBump!! = Logic Blocs

. = Logic Gates
Pitch : 20 pm

HD-TSV [2]
~103 3DC/mm? Pitch : 1-3 um
=> Entire core

Cu/Cu (2 e
Pitch : 2-5 um MENRINY
A \.:\6\
‘i@\]\‘\fﬁg\

S ultiple
bole (o

3D Contact =
3DC

[1] Cheramy, S., et al. “Advanced Silicon Interposer”, C2M| Workshop, 2015 ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference
[2] Patti, B., “Implementing 2.5D and 3D Devices”, In AIDA workshop in Roma, 2013 38
[3] Batude, P., et al. "3DVLSI with CoolCube process: An alternative path to scaling ." VLSI technology symposium 2015
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|C§’Z S Towards a functional backside
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Backside Power J. Ryckaert, ITF Japan 2022

Delivery
—— Backside Global
Interconnect . .
et EeE— Backside Devices
L1 EEETEE LA Front Side BEOL D€ C
W I, T, B3 de s 0
PFEF -~ AFEF Front Side BEOL
| | | 1 W L
— — , ‘ pFET — nFET
VDD | |_c|;ND | | SIGNAL | : LN T,
= 1 = B — |i |'| |'| '|| ISIIGNALI *
VDD |II||I_I I_I||Is|_c=INAL

VDD

Enhancing system performance by migrating
system functions to the backside

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference 39




|C% S EU and non-EU actors - EU
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academia/RTO industry

R&D very strong in all areas

CMOS scaling
of compute
Heterogeneous N EDSO
integration high
) | N * Unique strong position in
uantum computing no D materials

EUV lithography

Near/in-memory BEOL

compure * In general, industrial EU

players lacking to take up
R&D

ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference

Memory Advanced patterning
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|C% S EU and non-EU actors - US
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industry academia/RTO

e Strong industrial activity in

CMOS scaling
most areas of compute
integgration 1 high FDs0I
; | ~* Weaker academic activity
uantum computing no p 2D materials

on traditional logic scaling

Near/in-memory

\ - * Strong R&D in new
materials, heterogeneous

Memory Advanced patterning
integration and memory

_ ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference a1
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|C% S EU and non-EU actors - Asia
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industry academia/RTO

* Very similar to US

CMOS scaling
He'terogen.eous N = FDSOI ¢ Strong ind UStriaI aCtiVity in
integration ig
most areas of compute
) | R  Weaker academic activity
uantum computing no p 2D materials

on traditional logic scaling
* Strong R&D in new
Near/in-memory

sl materials, heterogeneous
integration and memory

Memory Advanced patterning

_ ICOS WORKSHOP — May 13-14th 2024, Athens — EUROSOI-ULIS Conference 42
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|C# S Summary

International Cooperation
On Semiconductors

e Compute needs are growing at an unprecedented speed

* |Innovations across different levels needed to enable chip & system performance
enhancement

e Sustainability becoming an increasingly important metric for evaluating technology
choices

* Europe is very strong in R&D in all advanced compute areas
 Manufacturing: several industry initiatives & pilot line programs

* Lack of Fabless companies that drive the needs in terms of advanced compute
* Strong initiatives in EU in start-up company creation
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